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Abstract

Expert human input can contribute in various wayddcilitate automatic annotation of natural langiaext. For example, a
part-of-speech tagger can be trained on labelad impvided offline by experts. In addition, expieput can be solicited by way of
active learning to make the most of annotator digeerHowever, hiring individuals to perform manaainotation is costly both in
terms of money and time. This paper reports oreastsidy that was performed to determine the degfreéfect that a part-of-speech
dictionary has on a group of subjects performing dnnotation task. The user study was conductedy wsimodular, web-based
interface created specifically for text annotatiasks. The user study found that for both native @on-native English speakers a
dictionary with greater than 60% coverage was &ffe@t reducing annotation time and increasingogaior accuracy. On the basis
of this study, we predict that using a part-of-spetag dictionary with coverage greater than 60freduce the cost of annotation in
terms of both time and money.

1 ducti part-of-speech (POS) tag dictionary for an EngibS

- Introduction annotation task, and we quantify the degree to lwaitag
For many computational and corpus linguistics tasks  dictionary can accelerate and improve the annatatio
annotated corpus is required. Unfortunately manualprocess in terms of time and accuracy.

annotation is often cost-prohibitive; consequertdhly a
modest portion of large corpora can feasibly beotated
without additional assistance. Various tools haeerb
created to simplify and accelerate the manual atioot
process while maintaining annotation quality.

This paper is organized as follows: we begin with a
review of related work in Section 2 which looks at
variety of tools that have been created for POSgitag
Section 3 discusses the overall design of the proje
including the user interface and the details of dla¢a
Many annotation tasks involve per-token tags. R®ha peing used and its preparation. Section 4 provities
the most common of such tasks is part-of-speect8JPO results of the user study that was performed. Tinel f
tagging, but the entity names in Named Entity section provides an overview of the results as \sll
Recognition and the constituent labels in parsesiréo  some ideas regarding possible future directions.
name a few, can also be seen as a type of tag.

Tag dictionaries are one method of acceleratingualan 2. Related Work

annotation for such tasks. Tag dictionaries coradist of
possible tags for a particular instance requirimgcdation.
For instance, in POS tagging, for a given tokehy@an
annotator can be prompted with a list of all pdssthgs,

Many tools have been created to facilitate the tatiom
process and thereby to reduce the cost of annotdiar
example, Knowtator (a plug-in to Protégé, an orgglo
editor) allows for easy creation of complex annotat

schemas that include features like “constrained
relationships between the [annotation] types” (@gre
2006); Knowtator’s annotation schema can be appbed
an annotation task, which means that no coding is
required for new tasks. WordFreak is an extensible

or the annotator can be given an appropriate solbsags
to choose from. Typically the subset will be sedect
based on tags previously assigned to the typdéotaken
in question. If the subset of tags in this tagidi@ry is
substantially smaller than the full lisind contains the
correct tag, we might expect the tag dictionaryetduce annotation system that allows for easy integratidn
the amount of time it takes to find and selectdbgect additional components and new annotation tasks tivior
answer. Having fewer options may also improve the & LaCivita, 2003). In addition, it provides accefs
annotator’s ability to select the correct one. 6@ other several automatic tools including sentence detector
hand, if the tag dictionary does not contain theexi tag, part-of-speech taggers, and parsers. Rayson, (04i6)

it will presumably take even more effort to discotts, proposed a peer-to-peer framework to distributeatbek
take the steps necessary to show a complete listgsf of part-of-speech tagging and shallow parsing antiet
and select the answer from that list instead. Likewif into existing tools such as the CLAWS tagger.

the tag dictionary contains most of the tags, fitaslikely

: X S These tools and many others attempt to lower tisé ao
to save much time and may even require additiomesd.t y P

corpus annotation, although quantifying their aktua
We report on a user study in which we employ a reduction in cost requires additional analysis @il w&s

1660



Ccash User Study

Sentence 4 of 18

DT NNS MD VE VED

The cuts will be made f@lf within Germany and half abroad

half

(DT} Determiner
(JJ) Adjective

(NN} Noun, singular or mass

(PDT) Predeterminer
(RE) Adverb

SelectDifferent Tag

Previous Word | Next Word |

Pause Annotation | Commit Sentence |

Figurel. Interface used for POS taggi The first five word have been tagg
and the selected tag is shown below. This is ampl&awhere a dictionary is
suggesting possible tags.

user studies. Some user studies have
improvements in either time or accuracy during the
annotation process. Ringger, et al. (2008) conduete
user study which allowed the authors to derive dehof

the time (and therefore cost) required for EngksBS
annotation with the aid of active learning. Thehaus
presented linear cost models for both word-at-a&temd
sentence-at-a-time active

learning-based annotation\yep-pased annotation

reportecand the participants, we detail each of theserim tu

3.1 User Interface

The user study was built using an annotation fraarkw
of our own design called CCASH (Cost Conscious
Annotation Supervised by Humans; Felt et al., 2028)
documented elsewhere in this proceedings, CCASH is
tool that facilitates corpus

Palmer, Moon, and Baldridge (2009) conducted a Userapnotation with cost reduction in mind. Built usittge

study involving automatic pre-annotation and active
learning with both an expert and non-expert animggat
the Uspanteko language with inter-linear glossdweyT

Google Web Toolkit (GWT), Hibernate, and MySQL,
CCASH provides annotators with a browser-based
annotation client. Depending on its configuratith tool

found that machine labeling and active learning can gjjows for straight-forward manual annotation, aation

increase the accuracy of human annotators buttlieat
degree to which they increase the accuracy isemltd
the experience of the annotator. Culotta et al.0%20
measure the cost of annotation in terms of the rurob
required user actions to fix an annotation in aruse
interface incorporating automatic pre-annotation.otr

using suggestions from a tag dictionary, automatic
pre-annotation using machine-learned models, and/or
sample selection using an active learning algoritiim
maximize the efficiency of annotators, both keylooand
mouse interaction options are available, and thexface
was designed for streamlined interaction involviag

knowledge, no study has been conducted on theminimal number of mouse clicks.

effectiveness of tag dictionaries in reducing aatioh
costs.

3. Experimental Design

The purpose of the study documented in the praserk

is to quantify the effectiveness of tag dictionarien
improving accuracy and reducing annotation time. In
order to do so, we employ a user study which measur
annotation time and accuracy in a part-of-speegbing
task both with and without tag dictionaries. Sirtbe
results are highly influenced by the user interfdlce data,

In the study reported here, CCASH was used to measu
the ability of a POS tag dictionary to improve the
annotation process with regard to both the speetl an
accuracy of annotation. For every token, the CCASH
interface presents a list of tag options containdtie tag
dictionary (e.g., see Figure 1). For those tokens n
covered by the current tag dictionary, all possiblgs are
listed. If a dictionary contains a sufficiently cplate tag
inventory for a given token, the limited options that
token make the choice potentially easier for theosator.

If a dictionary entry is missing from the list, thanotator
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<entry> # of tokens with at least one entry
<word> in </word:> coverage =

<tags>
<tag> IN «</tag>
“tag> RP </tag>

# of tokens in the sentence

Note that 100% coverage level does not imply a detap
tag dictionary, simply that all tokens have at tease
entry. Figure 2 shows an example of an entry fentbrd

<tag> BB </tag> “in” in a tag dictionary with 80% coverage. The tag
<tag> FW </tag> entries in this example, as in the rest of theystae listed
</tags> in the order in which they first occur in the shedf
corpus.
</entryr

Dictionaries were created automatically offlinenaer to
Figure2. Example tag dictionary entry for the word achieve a desired coverage level. Creating tagdimties
involved mimicking a realistic annotation process i
which tag dictionaries grow over time when new iestr
are added. An additional advantage of this approach
can add that option to the dictionary. The tradésofhat ~ besides creating realistic dictionaries is that enor
although a dictionary has the potential to accédera common words (including function words) have astea
annotation, an incomplete dictionary may require ON€ tag entry in each of the dictionaries. Eacliatiary

additional effort to augment. This is particulathe case  Was created by first removing the tutorial and sedy
in our user interface since the user must clickution sentences from the Penn Treebank dataset. Then the

. . . dataset was randomly shuffled and split into tragnand
(labeled Selecf[ Different Tag n Figure 1? aqdpobe held-out sets of equz\I size. A basepdictiona:;‘/ge‘ach
from a second list when the option was not in thigiioal. coverage level was created by adding each worderfye
We also note the potential for tag dictionariesatiect  sentence in the training set and its annotatiori the
accuracy: a complac_:ent annotator may C_hOOSG aoroptl average coverage for a dictionary on the entire-bet
simply because it is the best in the list ratheanth dataset reached the desired coverage level (20%, 40

considering the full range of options. On the othand, 60%, or 80%). Once a base dictionary was created, a
the limited list may help the annotator reducertrege of ~ dictionary for each of the 18 user study senteraoes
options and choose the correct tag. each coverage level was created as follows: stawith

the base dictionary for a given coverage levelgéeag
3.2 Data words from sentences in the training set were eéllded

or removed in order, starting from the last sertemsed
Our data comes from the Wall Street Journal sedidhe to create the base dictionary. The process wagpstbp

Penn Treebank (Marcus et al, 1994). We presentsees  \yhen the difference between the actual coverags fev
from the Treebank to the users, but we also use thenat dictionary and the target coverage level was a
Treebank to construct our tag dictionaries. Thenade minimum. The method produced tag dictionaries whose

for the study involves a human annotator taggingded  5cyyal coverage levels are within 2.12% (absolafdhe
simulating the addition of entries to the tag dintiry as specified coverage level on average.

needed (in the study, these additions do not petsis o ]
future word tokens). In a real annotation task,dbietent ~ Participants were presented the same sentencesein t
of a tag dictionary will lie on a spectrum from ampty ~ same order, this order having been pre-established
tag dictionary, a partial tag dictionary, up to@mplete ~ randomly. However, the coverage level of the drwiity
tag dictionary. We assume that tag dictionariesispof ~ Was randomized for each sentence presented to the
all tags previously assigned to the current womety ~ Participant, under the constraint that a given user
Therefore, the tag dictionary for a given type gesl ~ assigned a unique coverage level for each of the 6
during the annotation process. This study snapshotssentences in every length bucket. This method edsur
various stages of the annotation process over ge lar that each sentence was annotated at a maximum numbe
corpus in order to assess at what point of covetage  ©f distinct coverage levels by different particifarsing
dictionary can actually help. this method, it was possible that a user wouldreegnted

. . i with a sentence with a high coverage dictionary
The sentences in this study (18 in all) were rargom jmmediately followed by a sentence with lower cags.
selected from the Penn Treebank such that senterres Unfortunately, this process does not properly mithie
of three lengths: short (12 tokens), medium (23 s}, evolution of tag dictionaries in a real annotatiask, but
and long (36 tokens); 6 sentences were selectdémgth it does allow us to discriminate the effects of eage
bucket. For each sentence, POS tag dictionarieg wer level from sentence order on time and accuracy.

approximately 20%, 40%, 60%, 80%, or 100% of the with a tutorial consisting of four randomly selatte
tokens in order to simulate the coverage of the sentences. This helped mitigate the potential &ffetcthe
dictionaries at various stages of annotation. Thehuman learning curve and, in addition, it helped
dictionary coverage level is determined using the familiarize the participants with the user intedaand the
following simple formula: Penn Treebank tag set. Each participant was prdvide
with a one-sheet table of the tags including a dibt
examples for each tag. During the tutorial eacligpant
was asked to annotate the same set of sentencegaand
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provided the same tag dictionary coverage for each
tutorial sentence. After annotating each sentenug a
submitting their annotations, the participants wsrewn

the correct annotations and given visual feedbddut
which annotations were correct and which were Tibe
participants were not allowed to move past a tatori

118.43 minutes to complete the study, with an ayecf
42.63 minutes. On average, the non-native speadeks
approximately 20 minutes longer than the nativeakpes
to complete the study.

The most important results from this study conde
sentence-level statistics for each length of sesemd

Time Accuracy
Length | Coverage Num| Min Mean Max p-val Perm| Min Man Max p-val Perm
Full Dict 31 54 106 174 0.50 1.00 0.50 0.80 1.00 500. 1.00
20 31 48 136 238 0.79 0.41 0.58 0.81 1.00 0.43 0.87
12 40 33 39 94 204 0.35 0.71 0.50 0.83 1.00 0.21 0.40
60 29 40 100 13¢ 0.01 0.0z | 0.67 0.83 1.00 0.18 0.37
80 32 30 94 204 0.24 0.49 0.75 0.86 1. 0.0 0.01
100 31 26 85 13z 0.0 0.01] 0.75 0.86 1.00 0.01 0.01
Full Dict 27 64 258 264 0.50 1.00 0.70 0.87 1.00 500. 1.00
20 31 88 191 309 0.86 0.31 0.70 0.86 0.96 0.76 0.50
23 40 29 88 191 253 0.22 044 0.74 0.88 1.00 0.30 0.62
60 30 66 160 257 0.07 0.17 0.83 0.87 0.9¢ 0.0¢ 0.18
8C 3C 54 13C 22t 0.0C o0.0C| 0.8z 08 09 0.001 0.0¢
10C 31 52 121 20z 0.0C o0.0C| 0.8: 09C 1.0C 0.06 0.12
Full Dict 33 121 26t 53¢ 05C 10C) 078 0.8¢ 1.0 0.50 1.0C
2C 32 113 24¢ 46t 0.1t 0.3z 0.7z 087 097 071 0.5
36 4C 32 93 282 577 03z 0.6E| 07t 09C 1.0C 0.1¢6 0.3¢
6C 3C 82 21¢ 35¢ 0.00 0.00f 081 09z 097 0.00 0.00
80 28 85 204 31C 0.0 o0.0C| o0.81 0.93 1.00 0.0C 0.0C
100 31 90 191 31¢ 0.0C 0.0C| 0.78 0.93 1.00 0.0C 0.0C

Figure 3. Results (t-test an permutation tesThe “Num” column indicates the number of data pointailable for th

condition. “Perm” is analagous to p-val, but foe frermutatio
are highli

sentence until they had correctly annotated at labut
one of the tokens in the sentence.

Thirty-three subjects participated in this userdgtu
Subjects were first-year linguistics graduate stisién a
required syntax and morphology course. Responses to
questionnaire at the end of the study indicate that
twenty-three of the participants are native English
speakers, and over 50% of the students had takemwon
fewer previous courses that cover POS tagging. In
addition, when asked about their tagging proficigowver
50% of the participants rated themselves with Wwest
proficiency) or 2 out of 5 (highest). They were gjivan
assignment by the instructor and were told thatlitre
would be given based only on completion of the wad
whether or not the results indicated that the pigdint
had taken the study seriously: participants wele: ttoat
both accuracy and time were important for the study

4. Results
On average the participants performed the annotédisk

with 88.73% accuracy. The lowest accuracy score was

80.52%, and the highest accuracy score was 93.90% f
the study. The non-native English speakers scored a

n test. Significant (at confidence 1&@8 or higher) results
ghted.

coverage level. Our study was designed under the
hypothesis that tag dictionaries can acceleratetation

and make it more accurate compared to always ptiagen
the user with all tags. Consequently, the null higpsis is
that having no dictionary (i.e., presenting therus#h
every tag) has the same effect on time and accuaacy
having a tag dictionary. The time and accuracyefach
sentence is analyzed using-test and permutation test
(Menke & Martinez, 2004).

As a general trend, we see that the minimum andchmea
accuracy improve with increasing coverage level.
Similarly, the minimum and mean time decrease with
increasing coverage level. The accuracy also temthe
higher for longer sentences at the same coverags. le
Though not with statistical significance, dictiorasrwith
coverage levels of 20% tend to be worse than usiag
full dictionary. Low coverage dictionaries tend have
fewer entries and are therefore less likely to aimnthe
correct tag. We suspect that the users trust these
suggestions enough that they occasionally prefer th
suggestions in the tag dictionary even though treect
answer is not present.

A similar trend exists for time, namely, that for

average of 88.02% compared to the native speakersdictionaries of 20% and 40% coverage level, the

88.96%. The participants required from 22.76 misute

minimum, mean, and maximum times are greater than
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when using the full dictionary and short and medium Haertel, R. A., Seppi, K. D., Ringger, E. K., & @alt, J.

length sentences. As previously noted, these diaties L. (2008a). Return on Investment for Active Learin
are less likely to contain the correct tag, andosihmg a Proceedings of NIPS Workshop on Cost Sensitive
tag that is missing from the dictionary takes addéil Learning.Whistler, British Columbia, Canada.

time. Although tag dictionaries are used less feaqy in
these scenarios (approximately 20% and 40% ofirtine) t
and despite the fact that the accuracy numbersestigg

that the users occasionally avoided adding newiesntr : na- _
the additional time required to add entries mayveigh Proceedings of ACL-08: HLT, Short Pap¢ps. 65-68).

. . O : . Columbus: Association for Computational Linguistics
the benefits of having a tag dictionaries when cage is
low. Menke, J., & Martinez, T. R. (2004). Using permissas
instead of student's t distribution for p-values in
paired-difference algorithm comparisofsoceedings

Haertel, R., Ringger, E., Seppi, K., Carroll, J., &
McClanahan, P. (2008b). Assessing the Costs of
Sampling Methods in Active Learning for Annotation.

On the other hand, as the !gvel 01_‘ dictionary cager
increased there was a significant improvement ithbo  c5404 |EEE International Joint Conference on Naur
time and accuracy. For each sentence length, tatalig

= e ; - Networks (pp. 1331-1335).

significant improvement occurred when dictionary o

coverage was at or above 60% with a confidencd tefve  Morton, T., & LaCivita, J. (2003). WordFreak: anemp
80% or higher; however, most of the results were tool for linguistic annotationProceedings of the 2003

achieved with a confidence level of 95% or higtot Conference of the North American Chapter of the
surprisingly, a dictionary with 100% coverage wasity Association for Computational Linguistics on Human
always optimal showing improvement with a confidenc  Language Technology: Demonstrations - Volumgpg.
level of 99% for most sentence lengths. 17-18). Edmonton, Alberta, Canada.
Finally, we note that improvements appear to batgre  Ogren, P. V. (2006). Knowtator: a Protégé plugdm f
for longer sentences. This may be attributablenéofact annotated corpus constructidtroceedings of the 2006
that it is easier to build dictionaries close te thesired Conference of the North American Chapter of the
level of coverage for longer sentences. Another Association for Computational Linguistics on Human
explanation for the differences in time may be thhat Language  Technology: companion  volume:
overhead of tagging a sentence is a lower percernifig demonstrations(pp. 273-275). New York.
the total time for longer sentences. Palmer, A., Moon, T., & Baldridge, J. (2009). E\ating
) automation strategies in language documentatioB. In

5. Conclusions Ringger, R. Haertel, & K. Tomanek (EdProceedings
Using a tag dictionary during the annotation precesn of the NAACL HLT 2009 Workshop on Active Learning
speed up human annotation while still maintaining for Natural Language Processin(pp. 36-44). Boulder,
accuracy, if the dictionary has significant covergig our Colorado.

study, 60%). We plan to conduct additional usedistsito Rayson, P., Walkerdine, J., Fletcher, W. H., & Iidf, A.

test the validity of these and related ideas invgv (2006). Annotated web as corproceedings of the

pre—annotqtion for other languages, including more 5.4 |nternational Workshop on Web as Corgiginey,
morphologically complex languages. We are currently  a stralia.

configuring CCASH for a study involving the ) ]
morphological annotation of Syriac. Ringger, E., Carmen, M., Haertel, R., Seppi, Knsdale,

. . D., McClanahan, P., Carroll, J., Ellison, N. (2008)
This user study and the work related to it has stecth Assessing the costs of machine-assisted corpus

from .previous work by the authors which_ utilizesiae annotation through a user studSroceedings of the
learning to reduce the cost of text annotationth&nfuture, Sixth International Language Resources and

the authors hope to introduce the actiye learning £y ajuation (LREC'08)European Language Resources
component and perform the same task with a human ac¢qqociation (ELRA).

oracle and a dictionary.
Ringger, E., McClanahan, P., Haertel, R., Busby, G.

Finally, part-of-speech annotation is just one fafext Carmen, M., Carroll, J., Seppi, K., Lonsdale, mQ2).

annotation. The authors have also worked on other aqiive Learning for Part-of-Speech

components that can be utilized in the CCASH system Tagging:Accelerating Corpus AnnotatidProceedings

For example, one component developed would allaw fo ¢ the 2007 ACL Linguistic Annotation Workshpp.
annotators to perform named entity annotation. 101-108). Prague, Czech Republic.
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